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Abstract

The convergence of finite element methods for linear elliptic boundary value problems
of second and forth order is well understood. In this paper we introduce finite element
approximations of some linear semi-elliptic boundary value problem of mixed order on a
two dimensional rectangular domain Q. The equation is of second order in one direction
and forth order in the other. We establish a regularity result and estimates for the finite
element error of conforming approximations of this equation. The finite elements in use
have a tensor product structure, in one dimension we use linear, quadratic or cubic Lagrange
elements in the other dimension cubic Hermite elements. For these elements we prove the
error bound O(h2 + τk) in the energy norm and O

(
(h2 + τk)(h2 + τ)

)
in the L2(Q)-norm.

This type of equations appears in the optimal control of parabolic partial differential
equations if one eliminates the control and the state (or the adjoint state) in the first order
optimality conditions.

1 Introduction and general setting

Finite element error estimates are well known for second and forth order elliptic boundary value
problems, but the situation changes, if the differential equation has different orders in different
dimensions, e.g. if we discuss the differential equation

−ytt + yxxxx + y = f in Q = (0, X)× (0, T ), (1)

with the conditions

y(x, 0) = 0, yt(x, T )− yxx(x, T ) = 0,

y(0, t) = 0, yx(X, t) = 0.

yxx(0, t) = 0, yxxx(X, t) = 0.
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It is easy to verify that the corresponding bilinear form is V−elliptic in the Sobolev space
V = H(2,1)(Q), the Sobolev space of all L2(Q)-functions whose second derivative with respect
to x and first derivative with respect to t are square integrable. The equation itself does not
satisfy the strong conditions of ellipticity, i.e. that all eigenvalues of the leading part of the
operator have the same sign, but only the conditions of semi-ellipticity for which also zero
eigenvalues in the leading part of the operator are allowed.
Function spaces with variable order of differentiation in different dimensions are discussed

in [21, 22, 24, 30, 34]. A priori estimates in Besov spaces for the equation (1) on the unit
circle are discussed by Triebel [34]. Estimates for general semi-elliptic equations can be found
e.g. in [3, 4, 31, 20]. Eastham and Peterson discuss an isotropic finite element discretization of
the Onsager pancake equation, which is another example for a semi-elliptic partial differential
equation, in [14].
Such equations are not only of academic interest but appear in the optimal control of parabolic

partial differential equation, see Section 2. To our knowledge in the context of parabolic optimal
control problems such equations have been derived first by Büttner [10] and properties, such as
ellipticity, have been discussed by Neitzel, Prüfert and Slawig [28, 29]. Gong, Hinze and Zhou
[17] discuss a priori and a posteriori error estimates for mixed finite element discretizations.
We discuss the approximation error of a H(2,1)(Q) conforming finite element method for this

equation and use interpolation error estimates based on the technique used by Rachowicz [32].
The main results are a regularity result, error estimates up to the order h2 + τk in the energy
norm and error estimates in the L2(Q)-norm of order (τk + h2)(τ + h2) for k = 1, 2, 3.
As announced we discuss in the following Section the connection of parabolic optimal control

problems with semi-elliptic equations. In Section 3 we introduce the corresponding Sobolev
spaces and prove an a priori regularity estimate for the exact solution. In Section 4 we
present our finite element discretization and our main result, the error estimate for the Hermite-
Lagrange tensor product finite elements, where the proof of the interpolation error is moved to
the Section 5. Finally we present numerical examples in Section 6.

2 Optimal control problems

We consider an optimal control problem with a parabolic partial differential equation, i.e.

min

∫ T

0

1

2
( ‖y − yd‖2L2(Ω) + ν ‖u‖2L2(Ω) ) d t,

s.th. yt +Ay = u, in Q = Ω× (0, T ),

y = 0, in Ω× {0},

where Ω = (a, b) with a, b ∈ R such that a < b and A is a self-adjoint, second order elliptic
operator with the boundary conditions

y = 0 on Σ1 = Γ1 × (0, T ),
∂

∂n
y = 0 on Σ2 = Γ2 × (0, T ).

with ∂Ω = Γ1 ∪Γ2. The optimality conditions for this optimal control problem are well known
and given by a system of partial differential equations (see e.g. [23, 35])

yt +Ay =
1

ν
p in Q, y(x, 0) = 0 in Ω, y = 0 on Σ1,

∂

∂n
y = 0 on Σ2, (2)

pt −Ap = y − yd in Q, p(x, T ) = 0 in Ω, p = 0 on Σ1,
∂

∂n
p = 0 on Σ2. (3)
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We have chosen the sign of the adjoint state p so that u = 1
ν p, as in [8, 9, 19], the other choice

with u = − 1
ν p is also popular. The choice of the sign of the adjoint state only influences the

right hand sides of the partial differential equations.
If we use the first equation (3) as definition for the state, y = pt − Ap + yd, and insert this

definition into the equation (2), we end up with the equation

−ptt +A2p+
1

ν
p = yd,t +Ayd. (4)

The corresponding boundary conditions are

p(x, T ) = 0 in Ω, p = 0 on Σ1,
∂

∂n
p = 0 on Σ2,

pt(x, 0)−Ap(x, 0) = −yd(x, 0) in Ω, Ap = yd on Σ1,
∂

∂n
Ap = yd on Σ2.

On the other hand if we use the first equation (2) as definition for p = νyt + νAy and insert
this into the equation (3) then we end up with the equation

−ytt +A2y +
1

ν
y =

1

ν
yd. (5)

with the boundary conditions

y(x, 0) = 0 in Ω, y = 0 on Σ1,
∂

∂n
y = 0 on Σ2,

yt(x, T ) +Ay(x, T ) = 0 in Ω, Ay = 0 on Σ1,
∂

∂n
Ay = 0 on Σ2.

 (6)

For the equation (4) we need the time derivative and the application of the operator A to
the desired state whereas for (5) we need only the desired state itself. Therefore (5) may also
be used if yd is less regular.

Remark 2.1. This approach can be extended to optimal control problems with constraints for
the control, i.e.

c1 ≤ u =
1

ν
p ≤ c2.

In this case we have for the adjoint state the nonlinear equation

−ptt +A2p+ Πc1,c2

(
1

ν
p

)
= yd,t +Ayd,

where Πc1,c2, given by

Πc1,c2

(
1

ν
p

)
= max

{
c1,min

{
1

ν
p, c2

}}
,

is the projection to the set of admissible controls.

Remark 2.2. A slightly different approach for the elimination of the state or the adjoint state
can be found in [10] or [28]. They also prove that the corresponding bilinear form is V -elliptic
in an appropriately chosen Hilbert space.
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Remark 2.3. Beside parabolic optimal control problems the Onsager pancake equation

(ex (exuxx)xx)xx + buyy = f(x, y), in (0, 1)2,

ux(0, y) = uxx(0, y) = 0, (ex (ex uxx)xx)x (0, y) = g(y),

u(1, y) = ux(1, y) = 0, (exuxx)x (1, y) = 0,

−buy(x, 0) = d
(

ex/2 ux

)
x

+ γ0(x),

buy(x, 1) = d
(

ex/2 ux

)
x

+ γ1(x),

is another example of a semi-elliptic equation with different order of differentiation in different
dimension. This equation models the flow in a gas centrifuge, a physical motivation can be
found in [36]. First finite element discretizations of this equation are given in [6, 18]. In [14] a
tensor product finite element with B-spline basis functions is used. In contrast to our technique
based on an anisotropic interpolation result they only achieve second order of convergence in
L2
(
(0, 1)2

)
. It is likely that the transfer of our approach leads to better approximation rates

and suggestions for coupling of the discretization parameters for x and y.

3 Definitions and a priori estimates

3.1 Anisotropic Sobolev spaces with application to the model problem

For the multi-index α = (α1, α2) ∈ N2
0 we define as usual the differential operator with respect

to a multi-index as

Dα =

(
∂

∂t

)α2

·
(
∂

∂x

)α1

.

Theorem 3.1. [24, Chapter 2.1] For r, s ∈ N, the Sobolev spaces H(r,s)(Q) defined as

H(r,s)(Q) = L2(0, T ;Hr(Ω)) ∩Hs(0, T ;L2(Ω))

is an Hilbert space with the norm

‖|y|‖2H(r,s)(Q) = ‖y‖2L2(0,T ;Hr(Ω)) + ‖y‖2Hs(0,T ;L2(Ω)) .

Remark 3.2. The Sobolev space H(2,1)(Q) was introduced by several authors. The definition
above can be found in Lions and Magenes [24] or Ladyzhenskaya, Solonnikov and Ural’ceva [21].
They assume that lower order derivatives in every direction have to be in L2(Q). The definition
of Nikol’skĭı [30] and Triebel [34] is slightly different. They assume only that the function itself
and its highest order derivative in every direction are L2(Q)-functions. But Nikol’skĭı also
shows which lower order derivatives can be estimated by the norm of y and the norm of the
highest order derivatives. We repeat a special case of Nikol’skĭı’s theorem in the next Theorem
and prove the equivalence of two norms of H(2,1)(Q) in Theorem 3.4.

Theorem 3.3. Let Q = (a, b) × (0, T ). Suppose that y, D(r,0)y, D(0,s)y ∈ L2(Q) and the
multi-index l =(l1, l2) fulfills

1− l1
r
− l2
s
≥ 0,
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then we have also∥∥∥Dly
∥∥∥
L2(Q)

. ‖y‖L2(Q) +
∥∥∥D(r,0)y

∥∥∥
L2(Q)

+
∥∥∥D(0,s)y

∥∥∥
L2(Q)

.

Proof. This is the anisotropic version of a similar result for the isotropic case which can be
found in the book of Smirnow [33, Comment in Section IV.112.]. The isotropic case is proven
for domains that are star shaped with respect to a non-empty ball in [33, Section IV.116.]. In
[33, Section IV.118.] this is generalized in for domains which can be decomposed into finitely
many subdomains which are star shaped with respect to a non-empty sphere.
For Q = Rn the anisotropic version of the result of Theorem 3.3 can be found in the book of

Nikol’skĭı [30, Theorem 9.2.2.].
For a class of special finite domains (including rectangular domains) a more general result,

which includes the result of Theorem 3.3 as special case, is proven in [7, Theorem 13.6.1.].

Theorem 3.4. For a one-dimensional domain Ω = (a, b) and Q = Ω× (0, T ) the norms

‖|y|‖2H(2,1)(Q) = |y|2H(2,1)(Q) + 2 ‖y‖2L2(Q) + ‖yx‖2L2(Q) ,

‖y‖2H(2,1)(Q) = |y|2H(2,1)(Q) + ‖y‖2L2(Q) ,

where the semi-norms are defined by

|y|2H(r,s)(Q) = |y|2H(r,0)(Q) + |y|2H(0,s)(Q) ,

|y|2H(r,0)(Q) =

∫∫
Q

∣∣∣D(r,0)y
∣∣∣2 dx d t, |y|2H(0,s)(Q) =

∫∫
Q

∣∣∣D(0,s)y
∣∣∣2 dx d t,

are equivalent norms for the space H(2,1)(Q).

Proof. The inequality ‖y‖2H(2,1)(Q) ≤ ‖|y|‖
2
H(2,1)(Q) is clear. On the other hand if y, yxx ∈ L2(Q)

it follows by Theorem 3.3 that

‖yx‖L2(Q) . ‖y‖L2(Q) + ‖yxx‖L2(Q)

which proves ‖|y|‖H(2,1)(Q) . ‖y‖H(2,1)(Q).

Furthermore we introduce Sobolev spaces with respect to a multi-index set. Let the set A
be a finite set of multi-indices, then we define the Sobolev space

HA(Q) = {u ∈ L2(Q) : Dαu ∈ L2(Q), ∀α ∈ A}.

Theorem 3.5. For the variational formulation of the model equation (5) with the boundary
conditions (6) and A the Laplace operator, given by

a(y, ϕ) = (f, ϕ) ∀ϕ ∈ V,

a(y, ϕ) =

∫∫
Q
ytϕt + yxxϕxx +

1

ν
yϕdx d t+

∫
Ω
yx(x, T )ϕx(x, T ) dx,

(f, ϕ) =

∫∫
Q

1

ν
ydϕdx d t,

V =
{
v ∈ H(2,1)(Q) : v(x, 0) = 0, v = 0 on Σ1, vx = 0 on Σ2

}
,


(7)

there exists a unique solution y ∈ V for yd ∈ V ∗.
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Proof. We prove this Theorem for the case ν = 1. The modifications for arbitrary ν ∈ R+

are obvious. The existence of a unique solution follows with the Lax-Milgram lemma, if we
can prove the V−ellipticity and continuity of the bilinear form a(·, ·). The V -ellipticity follows
directly as

‖y‖H(2,1)(Q) = a(y, y)−
∫

Ω
(yx(x, T ))2 dx ≤ a(y, y).

For the continuity we use the Cauchy-Schwarz inequality

a(y, ϕ) ≤ ‖y‖H(2,1)(Q) ‖ϕ‖H(2,1)(Q) + ‖yx(x, T )‖L2(Ω) ‖ϕx(x, T )‖L2(Ω) .

As H(2,1)(Q) ↪→ C([0, T ];H1(Ω)) (see e.g. [12, (XVIII.1.61.iii)]) we have

‖yx‖L2(Ω) ≤ ‖y‖H1(Ω) ≤ ‖y‖C([0,T ],H1(Ω)) . ‖y‖H(2,1)(Q) .

With this estimate we have proven the continuity of the bilinear form a(·, ·), and therefore the
existence of the unique solution y follows.

3.2 Regularity estimate for the H(2,1)(Q)-elliptic equation

In this Subsection we provide an a priori estimate for semi-elliptic equations, which is needed
for the proof of an L2(Q)-error estimate with the Aubin-Nitsche trick.

Remark 3.6. As the proof for several spatial dimensions is not more complicated than the
spatially one dimensional case, we present the regularity estimate for the general case and a
general elliptic operator A of second order.

Theorem 3.7. If f ∈ L2(Q) and A is a self adjoint second order elliptic operator, then the
solution y of the problem

−ytt +A2y +
1

ν
y = f in Q,

y = 0, on Σ1,

∂

∂nA
y = 0, on Σ2,

Ay = 0, on Σ1,

∂

∂nA
Ay = 0, on Σ2,

y(x, 0) = 0, in Ω× {0}
yt(x, T ) +Ay(x, T ) = 0, in Ω× {T},

fulfills the estimate

‖y‖2L2(D(A2)) + ‖y‖2H1(D(A)) + ‖y‖2H2(L2(Ω)) . ‖f‖
2
L2(Q) .

Remark 3.8. If the domain Ω is smooth, we have D(A) = H2(Ω) and D(A2) = H4(Ω) and
therefore in this case the estimate of the Theorem is

‖y‖H(4,2)(Q) . ‖f‖L2(Q) .
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Proof. We introduce the set {ϕk}∞k=1 of orthonormal eigenfunctions of the operator A with the
corresponding eigenvalues λ2

k, which also fulfill the boundary conditions

ϕk = 0, on Γ1,
∂

∂n
ϕk = 0, on Γ2.

It is well known that the orthonormal eigenfunctions of a self-adjoint elliptic operator form an
orthonormal basis of L2(Ω) [15, Theorem 6.5.1.]. By the definition of the eigenfunctions we
have Aϕk = λ2

kϕk and therefore the boundary conditions

Aϕk = 0, on Γ1,
∂

∂n
Aϕk = 0, on Γ2.

are also fulfilled. So we write the solution of the equation as eigenfunction expansion

y =

∞∑
k=1

yk(t)ϕk

with time-dependent coefficients yk(t). When we insert this representation into the differential
equation, this yields

−yk,tt +

(
λ4
k +

1

ν

)
yk = fk (8)

for every k with the (time-dependent) Fourier coefficients fk =
∫

Ω fϕk dω of the right hand
side and initial and terminal conditions

yk(0) = 0,

yk,t(T ) + λ2
kyk(T ) = 0.

The weak form of this problem for every yk is∫ T

0
fkz d t =

∫ T

0
yktzt +

(
λ4
k +

1

ν

)
ykz d t+ λ2

kyk(T )z(T ) =: ak(yk, z),

∀z ∈ H1(0, T ) : z(0) = 0.

If we use yk as test function and the Cauchy-Schwarz inequality we have the estimate

ak(yk, yk) = ‖yk,t‖2L2(Q) +

(
λ4
k +

1

ν

)
‖yk‖2L2(Q) + λ2

ky
2
k(T ) =

∫ T

0
fkyk d t

≤ ‖fk‖L2(Q) ‖yk‖L2(Q) . (9)

This yields directly (
λ4
k +

1

ν

)
‖yk‖L2(Q) . ‖fk‖L2(Ω) . (10)

With (9) and (10) we can also estimate

‖yk,t‖2L2(Q) ≤ ‖fk‖L2(Q) ‖yk‖L2(Q) ≤ ‖fk‖
2
L2(Q)

1

λ4
k + 1

ν

.
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Taking the square root gives

λ2
k ‖yk,t‖L2(Q) . ‖fk‖L2(Q) .

Further we have an estimate for yk,tt with (8), the triangle inequality and (10)

‖yk,tt‖L2(Q) ≤ ‖fk‖L2(Q) +

(
λ4
k +

1

ν

)
‖yk‖L2(Q)

. ‖fk‖L2(Q) .

Altogether the estimate

‖yk,tt‖2L2(Q) +
∥∥λ4

kyk,t
∥∥2

L2(Q)
+
∥∥λ8

kyk
∥∥2

L2(Q)
. ‖fk‖2L2(Q)

is established.
Summing up over k implies y ∈ H2(0, T ;L2(Ω))∩H1(0, T ;D(A))∩L2(0, T ;D(A2)) and the

bound

‖ytt‖2L2(Q) + ‖Ayt‖2L2(Q) +
∥∥A2y

∥∥2

L2(Q)
. ‖f‖2L2(Q) ,

which is the desired estimate.

4 H(2,1)(Q)-conforming finite element methods

For the discretization we use a space-time finite element method with space-time finite element
mesh Th,τ with rectangular elements θ. We use a tensor product ansatz with a continuously
linear, quadratic or cubic Lagrangian ansatz in time and a continuous differentiable cubic
Hermite ansatz in space for which the discretization parameter for the spatial discretization
h and temporal discretization τ can be chosen independently. This approximation space is
denoted by Vhτ . We approximate the variational problem (7) in Vhτ by

a(yhτ , ϕhτ ) = (f, ϕhτ ), ∀ϕhτ ∈ Vhτ . (11)

We define the interpolation operator on the finite element mesh with the corners (xi, tj) by

Ikhτ : H(3,2)(Q)→ C1(0, X)⊗ C0(0, T ),

Ikhτw
∣∣∣
θ
∈ P3 ⊗ Pk,

Ikhτw
(
xi, tj +

m

k
τ
)

= w
(
xi, tj +

m

k
τ
)
, for m = 0, . . . , k,

D(1,0)Ikhτw
(
xi, tj +

m

k
τ
)

= D(1,0)w
(
xi, tj +

m

k
τ
)
, for m = 0, . . . , k,

where k = 1, 2 or 3.

Theorem 4.1 (Interpolation error estimate). For a function y ∈ HA(Q)∩H(3,2)(Q) with the
multi-index set A = {(0, 0), (0, k + 1), (i, 1), (4, 0), (2, j)} with i ∈ {1, . . . , 4} and j ∈ {1, . . . , k}
the interpolation error can be estimated by∥∥∥y − Ikhτy∥∥∥

H(2,1)(Q)
. hi

∥∥∥D(i,1)y
∥∥∥
L2(Q)

+ τk
∥∥∥D(0,k+1)y

∥∥∥
L2(Q)

+ τ j
∥∥∥D(2,j)y

∥∥∥
L2(Q)

+ h2
∥∥∥D(4,0)y

∥∥∥
L2(Q)

.
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We use this interpolation error estimate for the estimates of the finite element error. As the
proof is technical and rather long, we give it in the following section. Before, we apply it to the
discretization error estimates for the finite element solution yhτ .

Theorem 4.2 (Error estimate in the energy norm). If for the exact solution of (7) y ∈
HA(Q)∩H(3,2)(Q) with the multi-index set A = {(0, 0), (0, k + 1), (i, 1), (4, 0), (2, j)} with i ∈
{1, . . . , 4} and j ∈ {1, . . . , k} holds, the approximation error for finite element solution yhτ with
an ansatz of polynomial degree k in time can be bounded by

‖y − yhτ‖H(2,1)(Q) . hi
∥∥∥D(i,1)y

∥∥∥
L2(Q)

+ τk
∥∥∥D(0,k+1)y

∥∥∥
L2(Q)

+ τ j
∥∥∥D(2,j)y

∥∥∥
L2(Q)

+ h2
∥∥∥D(4,0)y

∥∥∥
L2(Q)

.

Proof. As the bilinear form a(·, ·) is V -elliptic, Vhτ ⊆ V and the functions y and yhτ are the
solutions of the variational problems (7) and (11), we can apply the usual Céa Lemma (see
e.g. [11, Theorem 2.4.1]) to get

‖y − yhτ‖H(2,1)(Q) . inf
vh∈Vh

‖y − vh‖H(2,1)(Q) .

To bound the best approximation error we can use the interpolation error estimate of Theorem
4.1 and the proof is done.

Remark 4.3. In Theorem 4.2 the regularity assumption is given in terms of Sobolev spaces with
respect to a multi-index set. We discuss now, for which Sobolev spaces H(r,s)(Q) the regularity
assumptions are fulfilled in the most interesting case i = 2 and j = k, in which the Theorem
provides an error estimate of order 2 with respect to the spatial discretization and of order k
with respect to the temporal discretization. Our tool for this discussion is Theorem 3.3. In
Figure 1 we have illustrated, which mixed derivatives are bounded for certain Sobolev spaces
H(r,s)(Q):

1. For k = 1 the multi-index set is A = {(0, 0), (0, 2), (4, 0), (1, 1), (2, 1)}. These derivatives
exists for functions in the space H(4,2)(Q).

2. For k = 2 the multi-index set is A = {(0, 0), (0, 3), (4, 0), (2, 1), (2, 2)}. These derivatives
exist for functions in the spaces H(4,4)(Q) or H(6,3)(Q).

3. For k = 3 the multi-index set is A = {(0, 0), (0, 4), (4, 0), (4, 1), (2, 3)}. These derivatives
exist for functions in the spaces H(5,5)(Q) or H(8,4)(Q).

Theorem 4.4 (L2(Q)-error estimate with the Aubin-Nitsche trick). For a solution y, which
fulfills the regularity assumptions of Theorem 4.2 for i = 2 and j = k, the error in the L2(Q)-
norm can be estimated by

‖y − yhτ‖L2(Q) .(h2 + τk)(h2 + τ) ‖y‖HA(Q) .
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t

x0 1 2 3 4

1

2

(a) Multi-indices for the temporal
discretization with polynomials
of degree k = 1.

t

x0 1 2 3 4 5 6

1
2
3
4

(b) Multi-indices for the temporal
discretization with polynomials
of degree k = 2.

t

x0

1
2
3
4
5

1 2 3 4 5 6 7 8
(c) Multi-indices for the temporal

discretization with polynomials
of degree k = 3.

Figure 1: With these figures we illustrate the multi-indices which are needed for the estimates
in Theorem 4.2 for the case i = 2 and j = k in black. For better overview additional
multi-indices are added as circles. For the Sobolev space H(r,s)(Q) all the derivatives
corresponding to the multi-indices below the line, which connects (0, s) and (r, 0) are
L2(Q) functions, according to Theorem 3.3.

Proof. The adaption of the usual proof with the Aubin-Nitsche trick (see e.g. [11, Theorem
3.2.4 and Theorem 3.2.5]) is straight forward. The a priori estimate, which is needed for this
proof, was established in Theorem 3.7.

Remark 4.5. The error estimates in Theorems 4.2 and 4.4 imply the following choice of
discretization parameters:

1. For the linear ansatz in time the error estimates of Theorem 4.2 and Theorem 4.4 imply
a choice of τ ∼ h2 for balancing the discretization error in the energy-norm and the
L2(Q)-norm.

With this choice of discretization parameters the error in the energy norm behaves asymp-
totically like O(h2) and the error in the L2(Q)-norm behaves asymptotically like O(h4).
With respect to the number of unknowns N the errors are of order N−2/3 and N−4/3,
respectively.

2. For the quadratic ansatz in time the error estimate of Theorem 4.2 implies a choice of
τ ∼ h for balancing the discretization error in the energy-norm.

This choice of the discretization parameters leads to an asymptotic error behavior of O(h2)
in the energy norm and O(τh2 +τ3 +τ2h2 +h4) ∼ O(h3) in the L2(Q)-norm. With respect
to the number of unknowns N the errors are of order N−1 and N−3/2.

3. For the quadratic ansatz in time the error estimate of Theorem 4.4 implies at least a choice
of τ ∼ h2 to get an error estimate of order h4 in the L2(Q)-norm. So the asymptotic
error is like O(h2) in the energy norm and O(h4) in the L2(Q)-norm. With respect to the
number of unknowns N the errors are of order N−2/3 and N−4/3, i.e. worse in comparison
with the choice τ ∼ h.

4. For the cubic ansatz in time the error estimates of Theorem 4.2 implies a choice of
τ ∼ h2/3 for second oder convergence in the energy norm. This choice of the discretization
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parameters leads to an asymptotic error behavior of O(h2) in the energy norm and O(h8/3)
in the L2(Q)-norm. With respect to the number of unknowns N the errors are of order
N−6/5 and N−24/15.

5 Proof of the interpolation error estimate

We split the proof of the Theorem 4.2 into three lemmas. We will prove an estimate on the
reference element R = (0, 1)2 and get the convergence order by transformation to the world
element.

Lemma 5.1. Let y ∈ HA(Q)∩H(3,2)(Q) with the multi-index set A = {(0, k + 1), (i, 1)} with
i ∈ {1, . . . , 4}. Then the time derivative of the interpolation error on one element θ can be
bounded by ∥∥∥D(0,1)

(
y − Ikhτy

)∥∥∥
L2(θ)

. τk
∥∥∥D(0,k+1)y

∥∥∥
L2(θ)

+ hi
∥∥∥D(i,1)y

∥∥∥
L2(θ)

.

Proof. For the proof we use the standard transfer to the reference element R = (0, 1)2 and
follow the ideas of [32, Section 2.1] On R, we denote all quantities by ·̂. We start with∥∥∥D(0,1)

(
y − Ikhτy

)∥∥∥2

L2(θ)
=

∫
R

τh

τ2

(
D̂(0,1)

(
ŷ − Îkhτ ŷ

))2
d ω̂.

Next we introduce the temporal interpolation

Îkτ : H(3,2)(R)→ H3 ((0, 1))⊗ C0(0, T ),

Îkτ ŷ ∈ H3 ((0, 1))⊗ Pk,

Îkτ ŷ
(
x̂,
m

k

)
= ŷ

(
x̂,
m

k

)
, for m = 0, . . . , k,

that is well-defined for almost all x̂ ∈ (0, 1). By adding and subtracting this function and the
triangle inequality we have to estimate∥∥∥D(0,1)

(
y − Ikhτy

)∥∥∥
L2(θ)

≤
√
h

τ

(∫
R

(
D̂(0,1)

(
ŷ − Îkτ ŷ

))2
d ω̂

)1/2

+

√
h

τ

(∫
R

(
D̂(0,1)

(
Îkτ ŷ − Îkhτ ŷ

))2
d ω̂

)1/2

. (12)

For some fixed x̂∗ ∈ (0, 1) we can use the standard one dimensional interpolation result∫ 1

0

(
D̂(0,1)

(
ŷ − Îkτ ŷ

) (
x̂∗, t̂

))2
d t̂ .

∫ 1

0

(
D̂(0,k+1)ŷ

(
x̂∗, t̂

))2
d t̂,

which yields ∫
R

(
D̂(0,1)

(
ŷ − Îkτ ŷ

))2
d ω̂ .

∫
R

(
D̂(0,k+1)ŷ

)2
d ω̂.
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The other integral in the estimate (12) is also an one-dimensional interpolation error as Îkhτ ŷ
is an interpolant of Îkτ ŷ. The application of the standard one dimensional interpolation result
yields for i = 1, . . . , 4 the estimate∫

R

(
D̂(0,1)

(
Îkτ ŷ − Îkhτ ŷ

))2
d ω̂ .

∫
R

(
D̂(i,1)Îkτ ŷ

)2
d ω̂.

To end the proof of this lemma we need finally to prove the estimate∫
R

(
D̂(i,1)Îkτ ŷ

)2
d ω̂ .

∫
R

(
D̂(i,1)ŷ

)2
d ω̂. (13)

With the nodal Lagrangian interpolation basis ϕi(t) ∈ Pk, i = 0, . . . , k with

ϕi

(
i

k

)
= δik

the action of the temporal interpolation operator Îkτ can be described by

Îkτ ŵ(x̂, t̂) =
k∑
i=0

ŵ(x̂, t̂i)ϕi(t̂).

With the basis χi =
∑i

j=0 ϕj (see also [1, Section 5]) the interpolation can be written as

Îkτ ŵ =
k−1∑
i=0

(
ŵ(x̂, t̂i)− ŵ(x̂, t̂i+1)

)
χi(t̂) + ŵ(x, t̂k)

= −
k−1∑
i=0

(∫ ti+1

ti

D̂(0,1)ŵ(x̂, ŝ) d ŝ

)
χi(t̂) + ŵ(x̂, t̂k).

Therefore the first derivative of the interpolant is given by

D̂(0,1)Îkτ ŵ = −
k−1∑
i=0

(∫ ti+1

ti

D̂(0,1)ŵ d ŝ

)
χ′i(t̂)

and the L2(R)-norm of this derivative can be estimated as

∥∥∥D̂(0,1)Îkτ ŵ
∥∥∥
L2(R)

≤
k−1∑
i=0

∥∥∥D̂(0,1)ŵ
∥∥∥
L1(ti,ti+1;L2(0,1))

∥∥χ′i(t̂)∥∥L2((0,1))

.
∥∥∥D̂(0,1)ŵ

∥∥∥
L1(0,1;L2(0,1))

.
∥∥∥D̂(0,1)ŵ

∥∥∥
L2(R)

.

Choosing ŵ = D̂(i,0)ŷ yields the estimate (13). Alltogether we have proven the estimate∥∥∥D(0,1)
(
y − Ikhτy

)∥∥∥2

L2(θ)
≤ τh

τ2

∫
R

(
D̂(0,k+1)ŷ

)2
d ω̂ +

τh

τ2

∫
R

(
D̂(i,1)ŷ

)2
d ω̂.

Transfering the integrals back on the element θ yields the result.
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Lemma 5.2. Assume that y ∈ HA(Q)∩H(3,2)(Q) with the multi-index set A = {(4, 0), (2, j)}
with j ∈ {1, . . . , k}. Then the second spatial derivative of the interpolation error on the element
θ can be bounded by∥∥∥D(2,0)

(
y − Ikhτy

)∥∥∥
L2(θ)

. τ j
∥∥∥D(2,j)y

∥∥∥
L2(θ)

+ h2
∥∥∥D(4,0)y

∥∥∥
L2(θ)

.

Proof. As in the proof of the previous lemma we follow the ideas of [32, Section 2.1] and transfer
the integral onto the reference element, where we denote quantities on the reference element
by ·̂. This yields ∥∥∥D(2,0)

(
y − Ikhτy

)∥∥∥2

L2(θ)
=

∫
R

τh

h4

(
D̂(2,0)

(
ŷ − Îkhτ ŷ

))2
d ω̂.

Next we introduce the spatial interpolation

Îh : H(3,2)(R)→ C1 ((0, 1))⊗H2(0, T ),

Îhŷ ∈ P3 ⊗H2 ((0, T )) ,

D(i,0)Îhŷ
(
m, t̂

)
= D(i,0)ŷ

(
m, t̂

)
, for i = 0, 1 and m = 0, 1.

By adding and subtracting this interpolant and the triangle inequality we split the integral into∥∥∥D̂(2,0)
(
y − Ikhτy

)∥∥∥2

L2(θ)
.
τh

h4

∫
R

(
D̂(2,0)

(
ŷ − Îhŷ

))2
d ω̂

+
τh

h4

∫
R

(
D̂(2,0)

(
Îhŷ − Îkhτ ŷ

))2
d ω̂. (14)

As in the previous lemma the first integral can be estimated as an one dimensional interpolation
error, which yields ∫

R

(
D̂(2,0)

(
ŷ − Îhŷ

))2
d ω̂ .

∫
R

(
D̂(4,0)ŷ

)2
d ω̂.

Again the other integral in the estimate (14) is also an one-dimensional interpolation error as
Îkhτ ŷ is an interpolant of Îhŷ. The application of the standard one dimensional interpolation
result yields with j = 1, . . . , k the estimate∫

R

(
D̂(2,0)

(
Îhŷ − Îkhτ ŷ

))2
d ω̂ .

∫
R

(
D̂(2,j)Îhŷ

)2
d ω̂.

To end the proof of this Lemma we need finally to prove the estimate∫
R

(
D̂(2,j)Îhŷ

)2
d ω̂ .

∫
R

(
D̂(2,j)ŷ

)2
d ω̂.

To this end let

f(x̂) = D̂(0,j)ŷ
∣∣∣
t̂=t̂∗

, g(x̂) = D̂(0,j)Îhŷ
∣∣∣
t̂=t̂∗

= ÎhD̂
(0,j)ŷ

∣∣∣
t̂=t̂∗

,

for some fixed t̂∗.
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As the solution of the variational problem

min
p∈H2(0,T )

∫ 1

0

(
d2

d x̂2
p(x̂)

)2

d x̂

s. th. p(0) = a, p(1) = b,
d

dx
p(0) = c,

d

dx
p(1) = d,

is given by the Hermite interpolant (using that the corresponding Euler-Lagrange equation is
pxxxx = 0) we have ∫ 1

0

(
d2

d x̂2
g(x̂)

)2

d x̂ ≤
∫ 1

0

(
d2

d x̂2
f(x̂)

)2

d x̂

Returning to the definition of the functions f and g and recalling that t̂∗ was chosen arbitarily,
the estimate holds for (almost) all t̂ ∈ (0, 1) and therefore we have∫

R

(
D̂(2,j)Îhŷ

)2
d ω̂ .

∫
R

(
D̂(2,j)ŷ

)2
d ω̂.

Altogether we have proven the estimate∥∥∥D(2,0)
(
y − Ikhτy

)∥∥∥2

L2(θ)
.
τh

h4

∫
R

(
D̂(4,0)ŷ

)2
d ω̂ +

τh

h4

∫
R

(
D̂(2,j)ŷ

)2
d ω̂.

Transfering the integrals back on the element θ yields the result.

For the interpolation error estimate in the L2(θ)-norm we need a result about equivalent
norms in H(r,s)(Q), which is provided in the next Lemma.

Lemma 5.3. Assume that there exist r · s linear and bounded functionals li, i = 1, · · · , r · s in
H(r,s)(Q) which do not vanish at the same time for any non-zero polynomial of degree at most
r − 1 in x and at most s− 1 in t. Then the norm

‖y‖2∗ = |y|2H(r,s)(Q) +
r·s∑
i=1

|li(y)|2

is an equivalent norm on H(r,s)(Q).

Proof. As recommended in [31, Proof of Theorem 1] we follow the ideas of the proof of the
isotropic case, which can be found e.g. in [27, Theorem 4.5.1] and [33, Theorem IV.114.3.]. The
inequality

‖y‖∗ . ‖|y|‖H(r,s)(Q)

is clear by the definition of ‖·‖∗ as the functionals li are bounded in H(r,s)(Q).
We prove the inequality

‖|y|‖H(r,s)(Q) . ‖y‖∗ (15)

by contradiction. Therefore we assume, that there is a sequence {vn}∞n=0 ∈ H(r,s)(Q) with

‖|vn|‖H(r,s)(Q) > n ‖vn‖∗ . (16)
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Obviuously we have vn 6= 0 and without loss of generality we can assume that the mem-
bers of this sequence are normed, i.e. ‖|vn|‖H(r,s)(Q) = 1. The sequence vn is bounded in
H(r,s)(Q) and therefore compact in L2(Q), as H(2,1)(Q) ↪→ H1(Q) ↪→ L2(Q) and the embed-
ding H1(Q) ↪→ L2(Q) is compact. So there is a convergent subsequence with limit v. We
denote this subsequence again by vn. Therefore we have

‖vn − v‖L2(Q) → 0.

With the assumption (16) we have

‖vn‖∗ <
1

n
‖|vn|‖H(r,s)(Q)

and therefore ‖vn‖∗ → 0, which also implies, by the definition of the norm ‖·‖∗, that |vn|H(r,s)(Q) →
0. Therefore we have D(r,0)v = 0 and D(0,s)v = 0 in the sense of L2(Q). This implies also
D(r+n,0)v = 0 and D(0,s+n)v = 0 for all n ∈ N. By choosing n large enough and the Sobolev
embedding theorem the function v is a (r, s)-times continuously differentiable function.

This implies that the limit v is a polynomial of degree s− 1 in t and degreee r − 1 in x. As
the function v is the limit of the sequence {vn} it follows that ‖v‖∗ = 0 and therefore

r·s∑
i=1

|li(v)| = 0.

As the functionals li do not vanish for any non-zero polynomial of degree s−1 in t and degreee
r− 1 in x, this implies v ≡ 0 which is a contradiction to the assumption ‖vn‖H(2,1)(Q) = 1.

Lemma 5.4. Assume that y ∈ HA(Q) with the multi-index set

A = {(0, k + 1), (j, 1), (4, 0), (2, i)} with j ∈ {1, . . . , 4} and i ∈ {1, . . . , k}.

Then the interpolation error on an element can be bounded by∥∥∥y − Ikhτy∥∥∥
L2(θ)

. τk+1
∥∥∥D(0,k+1)y

∥∥∥
L2(θ)

+ h4
∥∥∥D(4,0)y

∥∥∥
L2(θ)

.

Proof. As in the Lemmas 5.1 and 5.2 we transfer the error to the reference element. On the
reference element we can estimate the L2(R)-norm by the stronger H(4,k+1)(R)-norm, and by
using Lemma 5.3, we get∥∥∥ŷ − Îkhτ ŷ∥∥∥

L2(R)
≤
∥∥∥ŷ − Îkhτ ŷ∥∥∥

H(4,k+1)(R)

.
∣∣∣ŷ − Îkhτ ŷ∣∣∣

H(4,k+1)(R)
+

4·(k+1)∑
i=1

∣∣∣li(ŷ − Îkhτ ŷ)
∣∣∣

= |ŷ|H(4,k+1)(R) +

4·(k+1)∑
i=1

∣∣∣li(ŷ − Îkhτ ŷ)
∣∣∣ .
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For the linear functionals li we choose

li(y) = y

(
0,
i− 1

k

)
, for i = 1, . . . , k + 1,

li(y) = y

(
1,
i− (k + 2)

k

)
, for i = k + 2, . . . , 2(k + 1),

li(y) = D(1,0)y

(
0,
i− 2(k + 1)− 1

k

)
, for i = 2(k + 1) + 1, . . . , 3(k + 1),

li(y) = D(1,0)y

(
1,
i− 3(k + 1)− 1

k

)
, for i = 3(k + 1) + 1, . . . , 4(k + 1).

By the uniqueness of the polynomial interpolation it is clear, that the condition on the func-
tionals of Lemma 5.3 is fulfuilled. With the properties of the interpolation operator Ikhτ we see
that

4·(k+1)∑
i=1

∣∣∣li(ŷ − Îkhτ ŷ)
∣∣∣ = 0.

By transfering back to the element θ the proof is finished.

So we have proven all results which we need to prove the interpolation error estimate of
Theorem 4.1.

Proof of Theorem 4.1. The interpolation error on every element is bounded with Lemma 5.1,
Lemma 5.2 and Lemma 5.4. For an interpolation error estimate on the whole domain we split
the integration over the domain to the integration over the elements and sum up.

6 Numerical example

For the observation of the convergence rates we consider the problem

−ytt + yxxxx + y = f, in (0, 1)2,

y = 0, on {0} × (0, 1),

yxx = 0, on {0} × (0, 1),

yx = 0, on {1} × (0, 1),

yxxx = 0, on {1} × (0, 1),

y = 0, on (0, 1)× {0},
yt − yxx = 0, on (0, 1)× {T},

where f is chosen so that

y = (t− 1)2 tx3 (x− 1)4 (17)

is the exact solution of the boundary value problem. For the tensor product finite elements with
the linear ansatz in time we choose the step size combination τ = h2. Therefore we observe
second order convergence in h in the semi-norms of H(2,0)(Q) and H(0,1)(Q) and fourth order
convergence in the L2(Q)-norm, see Figure 2.
The numerical examples were implemented in Matlab. For the (faster) assemblation of the

finite element matrices ideas of Davis [13] and Funken, Praetorius and Wissgott [16] were used.
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Figure 2: Convergence of the tensor product elements with linear Lagrange ansatz in time and
cubic Hermite in space for the example with exact solution (17). The L2(Q)-norm
of the error is plotted in blue with squares, the H(0,1)(Q)-semi-norm in red with
diamonds and the H(2,0)(Q)-semi-norm in magenta with triangles. The lines in green
without any markers indicate h2 and h4.

7 Conclusions and outlook

In this paper we have established an a priori bound for a H(2,1)-elliptic equation and a priori
error bounds for tensor product finite element discretizations of semi-elliptic equations. A
numerical example confirms the expected convergence rates.
An application of such equations is given by optimal control problems with parabolic partial

differential equations. For this case the question is open whether discontinuous Galerkin time
stepping schemes [5, 25] and continuous Galerkin time stepping [2, 5, 26] for the optimality
system, which are commonly in use for these problems, can be understood as mixed finite
element approximations of the H(2,1)(Q)-elliptic equation.
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